Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Translation Options

Maria no dio una bofetada a la bruja verde
Mary not give a slap 1o the witch green
did not a slap by green witch
no slap to the
did not give 1o
the
slap the witch

® Look up possible phrase translations
— many different ways to segment words into phrases

— many different ways to translate each phrase
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Hypothesis Expansion

Mari a no dio una bof et ada a | a bruja verde
Mary not give a slap o the witch green
did not a slap by green witch
no sl ap to the
did not give to
the
sl ap the witch
e:
fro---eeea--
p: 1
e Start with empty hypothesis
— e: no English words
— f. no foreign words covered
— p: probability 1
Philion Koehn. Universitv of Edinburah 15
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Hypothesis Expansion

Mari a no dio una bof et ada a | a bruja verde
__Maryvy not qive a slap 1o I he witch green
did not a slap by green witch
no sl ap to the
did not give to
the
sl ap the witch

e Pick translation option

e Create hypothesis
— e: add English phrase Mar y
— f: first foreign word covered
— p: probability 0.534
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Hypothesis Expansion

Mari a no dio una bof et ada a la bruj a verde
Mary not qive a slap 1o I he _witch green
did not a slap by green witch
no sl ap to the
did not give to
the
sl ap the witch
e: witch
f: - *—
p: -182
e e: Mary
fi - o *————
p: 1 p: -534

e Add another hypothesis
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

1)

Hypothesis Expansion

no dio una bofetada a la bruja verde

Mary not give a slap 10 the witch green
did not a slap by green witch
no slap 1o the
did not give 10
the
slap the witch
e: ... slap
Fo ARk ____
p: -043
e:
i -
p: 1

e Further hypothesis expansion
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Hypothesis Expansion

Maria no di o una bof et ada a la bruja verde
Mary not give a slap 10 the witch green
did not a slap by green witch
no slap to the
did not give 1o
the
slap the witch

e: e: the e:zgreen witch
f S 2 Voo 2 ERE e f - RAAAAAA__ f - KRR AAAAAAKX
p: 1 : -.004283 p: -000271

e ... until all foreign words covered
— find best hypothesis that covers all foreign words

— backtrack to read off translation
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Hypothesis Expansion

Maria no dio una bofetada a la bruja verde
Mary not give a slap 1o the witch green
did not a slap by qareen witch
no slap to the
did not give 10
the
slap the witch

Ny v v
e e: Mary e: did not e: slap e: the e:green witch
f _________ f: * f *k f: FhKkIxA __ f: FhhIhIhhA_ _ f: R R R T T
p: 1 p: .534 p 154 p: -015 p: .004283 p: -000271
N NV NN

e Adding more hypothesis

—> EXxplosion of search space
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Explosion of Search Space

e Number of hypotheses is exponential with respect to

sentence length

—> Decoding is NP-complete [Knight, 1999]

—> Need to reduce search space
— risk free: hypothesis recombination

— risky: histogram/threshold pruning

Philiop Koehn, University of Edinburah
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Hypothesis Recombination

p=1 p=0. 534 : : p=0. 092
||||||||||—y>l||||||| did not give g HEEEEE
di d not
[TIT1T1—> T IT111]

p=0.164 9'V® p=0.044

e Different paths to the same partial translation
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Hypothesis Recombination

p=1 p=0. 534
IllIIlIllI—yb.lIIlIll

di d not

p=0. 092

did not give
e HEEEEER

IIIIIIIiVe
p=0.164 °

e Different paths to the same partial translation

—> Combine paths
— drop weaker hypothesis

— keep pointer from worse path
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Hypothesis Recombination

p=0. 092 did not give p=0. 017
[TT11T111} o HEEEER
Joe
p=1 i p=0. 534 did not give p=0. 092
y [T 11111} = g HEEEEN
di d not

IIIIIIIiVe
p=0.164 9

e Recombined hypotheses do not have to match completely

e No matter what is added, weaker path can be dropped, if:
— last two English words match (matters for language model)

— foreign word coverage vectors match (effects future path)
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Statistical Machine Translation — Lecture 2: Theory and Praxis of Decoding

Hypothesis Recombination

p=0. 092
Joe [TTT1111] did not give
p=1 ry pT?}??fl did not give p=0. 092
: - HEEEEER
di d not

[TIT113 .
gi ve

p=0. 164

e Recombined hypotheses do not have to match completely

e No matter what is added, weaker path can be dropped, if:
— last two English words match (matters for language model)

— foreign word coverage vectors match (effects future path)

—> Combine paths
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Statistical Machine Translation — Lecture 2. Theory and Praxis of Decoding

Pruning

e Hypothesis recombination is not sufficient

—> Heuristically discard weak hypotheses

e Organize Hypothesis in stacks, e.g. by
— same foreign words covered
— same number of foreign words covered (Pharaoh does this)

— same number of English words produced

e Compare hypotheses in stacks, discard bad ones
— histogram pruning: keep top n hypotheses in each stack (e.g., n=100)

— threshold pruning: keep hypotheses that are at most « times the cost of

best hypothesis in stack (e.g., &« = 0.001)
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